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This talk is

An introduction to machine learning
Friendly to newcomers

Helpful to experienced people
Oriented toward application
Respecitful of theory



This talk is not

e (Going to turn you into a data scientist

e The end-all, be-all, entirely comprehensive
reference on statistics, artificial
intelligence, big data, and machine
learning

e A detailed tutorial or guide to
implementation



Agenda

Introduction to machine learning

Use case 0: credit card applications (practice)

Use case 1: teach a computer sign language

Use case 2: forecast energy usage in Texas

Use case 3: use machine learning to find your next job
Wrap up



Machine learning?



Supervised Unsupervised Other stuff

e C(Classification e Clustering e Reinforcement
e Regression



Supervised

e C(Classification
e Regression



Supervised

e C(Classification



Age Net worth Given credit?
12.5 $500M No

50 $250M No

97 $90K No

50 $750M Yes

53 $650M Yes

60 $500M Yes

62 $800M Yes
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New customer: $500K
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Unsupervised

e Clustering
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Other stuff

e Reinforcement



Machine learning

Goal: Find f(x)

Problem: f(x) is unknown

But: we can measure some points from f(x)
Algorithms to find a g(x) that approximates f(x)



UCO0: Handle an application
for a credit card



UCO: Credit card application

What's the problem?

What does the data look like?
What kind of ML problem is this?
Solution

Lessons learned



UCO: Credit card application

e What's the problem?

o Should we (the bank) give this consumer a credit card?



UCO: Credit card application

Age Net worth Given credit?
e \What does the data look like?
12.5 $500M No
50 $250M No
97 $90K No
50 $750M Yes
53 $650M Yes
60 $500M Yes

62 $800M Yes



UCO: Credit card application

e \What kind of ML problem is this?



UCO: Solution

e LinearSVC (sklearn)

“Fit”

“Predict’

$Im
$Im
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http://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html

How accurate is it?



Measuring Error
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Measuring Error
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Measuring Error

e Hold out some “testing data”




Measuring Error

e Hold out some “testing data”
e Compare test data to prediction

e Ideally: calculate the real cost of an error

o Cost of false positive in nuclear warhead detection: HIGH
o Cost of false positive in fingerprint recognition on my phone: SIGNIFICANTLY LOWER



Measuring Error

e Compare test data to prediction
e Common metric for regression: mean squared error
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Measuring Error

e Compare test data to prediction
e Common metric for classification: mean classification error

o 0.25
12 ‘ , , , , , , , Input True Predict Error?
- o o ves prediction |
0.53 1 1 0
3.68 1 1 0
“l 5.26 0 1 1
B v 7.89 0 0 0




UCO: Lessons learned

e This stuff is pretty neat
e Testing data allows for evaluation



UC1: Teach a computer
sign language



UC1: Teach a computer sign language

e What's the problem?
o |l don’t know sign language
o | want to communicate with deaf people



UC1: What does the data look like?

khawkins04


https://www.flickr.com/photos/khawkins04/9661632139

UC1: What does the data look like?




joint1_x
-14.24845886
-14.24845886
-14.24845886
-14.66805267
-6.099303246
-5.093156815
32.73310089
33.09098053
-23.29023552
32.82236862

joint1_y

-11.23913574
-11.23913574
-11.23913574
-12.86016846
3.211929321
2.45741272
-1.139434814
1.941070557
-0.6312103271
-1.860855103

joint1_z
47.79299927 ...
47.79299927 ...
47.79299927 ...
47.25432587 ...
-21.70319366 ...
-22.05827522 ...
-12.70455551 ...
-11.63526344 ...
-21.13870239 ...
-12.38504791 ...

joint20_x

39.12654877
39.12654877
39.12654877
39.19580078

1.87420845
6.529464722

8.51625061
10.23889732
14.70001984
10.76865768

UC1: What does the data look like?

joint20_y

-20.38291168
-20.38291168
-20.38291168
-18.27232361
11.96398926
14.67698669
18.76667786
31.46665955
23.49594116
19.6521759

joint20_z sign
-67.37110138 a
-67.37110138 a
-67.37110138 a
-68.12595367 a
-98.45552063 b
-97.91105652 b
-97.07907867 b
-93.68971252 b
-95.80595398 b
-96.92489624 b



So... what kind of ML
problem is this?



UC1: Solution

e Choose a model
o Split data into training, testing
o Train a bunch of models on training data
o Evaluate them on test data
o Select the best one

e Build an application
o Keyboard... not so great
o But! It's good enough to make an educational game





http://www.youtube.com/watch?v=KUIJNmyelaY

UC1: Lessons learned

e Limit scope
e Model selection
e |t's more than the model



UC2: Forecast energy load
In Texas



UC2: Forecast energy load

e What's the problem?

o Suppose | operate a power grid
o Have to know demand to schedule production
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UC2: What does the data look like?

| HourEnding | COAST | EAST | FWEST | NORTH | NCENT | SOUTH | SCENT | WEST | ERCOT |
01/01/201801:00 1142598 185266 282341 113536 18584.34 383165 915119 176247  50,567.07
01/01/201802:00  11,408.42 185017 2809.75 113663 1852414 398827 914499 175472  50,617.09
01/01/201803:00 1140520 1,858.27 2797.80 113593 1853206 407609 914104 1747.92  50,694.30
010120180400 1145056 1879.62 2807.79 114607 18647.44 415494  9157.96 175520  50,999.59
01/01/201805:00  11,631.34 187648 282299 115419 1900210 4247.45 921433 177485  51,723.73
010172018 06:00  11939.41 190301 284167 118243 19477.36 438905 940949 181322  52,955.63
01/01/201807:00  12,268.83 196179 285474 121275 1998422 451257  9647.19 186098  54,303.08
01/01/201808:00  12422.88 199643 288396 124148  20,289.37 460152 976396 1899.66 55099.27
01/01/201809:00 1260515 201283 2880.94 124386 2033861 470923  0,84384 191942  55553.89
01/01/2018 10:00 1285252 200872 288871 124410 2025029 489825 999522 193258 56,070.39
01/01/2018 11:00 1291523 195600 286209 121757 19,99693 5017.00 1006127 192283 5594892
01/01/2018 1200  12,898.77 189107 283366 118426 1948520 509021  9,997.85 189672 5527773
01/01/201813:00 1279962 1,81591 278386 113471 1876146 510090 984193 185040 54,097.80
010172018 14:00  12561.39  1739.01 272605 108339  17.929.19 508349  0,699.13 181643  52,638.08
010012018 15:00  12,276.08 1,691.23 267741 105048  17,300.43 510008 957930 177320  51,448.20
01/01/201816:00  12,013.03 168375 2641.89 103501  17,035.04 5101.78 953098 1748.16  50,789.64
01012018 17:00 12,6341 1740.98 264147 104639 1727986 5127.08 960277 1750.39|  51,352.32
01/01/2018 18:00  12,90477 188202 270464 110809 18599.94 523873  9969.08 180474 54,212.00
01/01/201819:00  13557.38  1,987.77 2857.67 115852 1977825 545147 1033228 1881.12  57,004.48
010120182000  13638.32 201217 289380 116442 1996020 548495 1025067 188387  57,297.40
01/01/201821:00  13,662.92 2027.70 2900.22 116508 2000150 5479.91 10,139.78 1869.85  57,246.96
01/01/201822:00 1350073 2009.95 2881.12 1,15371 1971939 539565  9,841.96 183680  56,339.31
01/01/201823:00 13,0463 194596 2831.64 112227 1899350 525064 937366 177975  54,402.04
01/01201824:00 1267763 1,893.64 277398 1,101.11 1834696 507279 896033 172436  52,550.80
01/02/201801:00 1295454 1877.85 290841 110940 1824555 510551  7,348.84 163007  51,180.17
01/02201802:00 1276233 186355 289625 1,11272 1804158 5011.84 717220 163221 50,492.67
010022018 03:00  12,672.32 187035 290321 112127 1795464 496411  7,09398  1,640.71 50,220.58
01/02/201804:00 1272079 188448 291442 112976  17,999.01 495162 711569 166043  50,376.20

01/02/2018 0500 1208267 192342 2903103 1146 11 1831372 497213 728040 169670 51.246.18



UC2: What does the data look like?
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So... what kind of ML
problem is this?



UC2: A simple approach

e Given a day, take the average of the 5 nearest days
o  k-Nearest Neighbors

e Nearest = closest day number
o e.g.10 Apr 2018 is day #100 of 2018



UC2: Accuracy

e Mean absolute error: ~3%

e Residuals
o predicted - actuals
o Goal: no pattern
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UC2: Lessons learned

e Do your research!
o Look into Prophet (Facebook) and/or Causallmpact (Google)

e Scale your features



UC2: Scaling features
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%150k

700000 -
%50k

6000001 ©O
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UC2: Scaling features

Before scaling
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UC2: Scaling features




UC3: Use machine learning
to find your next job



UC2: Forecast energy load

e What's the problem?

o Passive job hunting
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Title lCompany
Principal Software Architect - Austin General Electric
ASIC Power Estimation Developer (Excel-l Encore Semi
Memory Subsystem Verification Engineer Encore Semi
Senior DevOps Engineer KIBO Software
Senior Manager of Software Engineering MaxPoint
Data Analyst Amherst
Senior Data Engineer Visa
Product Development Engineer Advanced Micro Devices, Inc.
Systems Analyst Visa
Lead Architect - Big Data Farmers Edge
Object Storage Software Engineer IBM
Principal Site Reliability Engineer Pearson

Senior Software Development Engineer - ¢ Amazon Corporate LLC

Systems Administrator | University of Texas at Austin
Senior Database Administrator Acxiom

IT Support Representative Becker Wright Consultants
Software Development Engineer - Silicon { Amazon Corporate LLC
Software Developer IBM

Sr. Product Development Engineer Advanced Micro Devices, Inc.
Front end developer IBM

Full Stack Software Engineer Indeed
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So... what kind of ML
problem is this?



UC3: Solution



Mok wotha
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(Sr. Data Engineer, sounds_cool=True) ‘ (5’ 1 )

?



Engi- web Applica- sr jr analytics | software data developer
neer tions
Sr. Web Applications Developer - Data Analytics | 0 1 1 1 0 1 0 1 1
Jr. Software Developer 0 0O |0 O |1 |0 1 0 1
Sr. Data Engineer 1 0O |0 1 /0 O 0 1 0
Data data data data 0 0 0 O 0 |0 0 4 0




(Sr. Data Engineer, sounds_cool=True)

!

(1,0,0,1,0,0,0, 1,0, 1)



X = rated jobs['title'].as matrix()

y = rated jobs['sounds cool'].as matrix()
vect = CountVectorizer ()
Xp = vect.fit transform(X) .toarray ()

clf = LogisticRegression() .fit (Xp, V)

new job ratings = clf.predict (new jobs)

# array([ 0., O0., O0., 1., 0., 0., O.

0

1)



UC3: Solution — Accuracy

e C(Classification error: 0.197
o Awesome!

e But walit, it’s just classifying everything as “not cool”

e Base rate for this problem is 0.197
o No improvement






Handling imbalanced classes

e Better error metrics

o Precision
o Recall
o  Confusion matrix
Actual 0 Actual 1 Total
Predicted 0 | 400 0 400
Predicted1 O 100 100
Total 400 100

relevant elements
I 1

false negatives true negatives

selected elements

How many selected

How many relevant
items are relevant?

items are selected?

Precision = Recall = —

Walber


https://commons.wikimedia.org/wiki/User:Walber

UC3: End result

Job recommendations for 2017-09-03 &
assistant@samueltaylor.org Sep 3 *~
to sgt |~

Sr. Machine Learning / Artificial Intelligence Engineer @ ClosedLoop.ai - http://www.indeed.com/cmp/ClosedLoop/jobs/Senior-
Machine-Learning-f3f3a19d0d75b818

Data Engineer @ Austin Fraser - https://www.austinfraser.com/en-us/job/bbbh8350-data-engineer-1503529772/?utm
source=Indeed&utm medium=organic&utm_campaign=Indeed

AppSumo - Python developer @ AppSumo - https://boards.greenhouse.io/appsumocareers/jobs/7384337gh_src=dognew1

Back-End Developer (Python) @ Beyond - https://boards.greenhouse.io/beyond/jobs/814873?gh_src=ebmk7v1

Senior Back-End Developer @ Beyond - https://boards.greenhouse.io/beyond/jobs/814896?gh_src=1xoahl1

Software Development Principal Engineer - Austin, TX @ Dell - hitps://dell .taleoc.net/careersection/2/jobdetail ftl?
job=17000FQB&tz=GMT-05:00&src=JB-11346

[}



UC3: Lessons learned

e Understand the base rate
e Simple doesn’t mean ineffective



UC3: Keep it simple, stupid

e Approximation-generalization tradeoff
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Theory

e Approximation-generalization tradeoff
e [t'sjust easier



Summary

e UC1: Teach a computer sign language
o  Support vector machines
e UC2: Forecast energy load in Texas
o Time series data
o k-nearest neighbors
e UC3: Use machine learning to find your next job

o Text data; bag of words
o Logistic regression



Practice

e Start with simple models
o  Linear regression
o  Logistic regression



Takeaways

e Supervised learning uses past examples
to predict a continuous or discrete value

e Try the simplest thing that could possibly
work

e Test and iterate



Recommended tools

e Jupyter Notebook
e Pandas
e scikit-learn



More resources

Learning from Data

Practical Business Python

Kaggle blog

ASL Tutor (more info on teaching a computer sign language)
Use Machine Learning to Find Your Next Job



http://amlbook.com/
http://pbpython.com/
http://blog.kaggle.com/category/winners-interviews/
https://www.samueltaylor.org/projects/asl-tutor.html?utm_campaign=anacon2018
https://www.samueltaylor.org/articles/use-machine-learning-to-find-your-next-job.html?utm_campaign=anacon2018




Samuel Taylor 'a- -s.

'ff.

sgt@samueltaylor.org

@SamuelDataT




